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Abstract

We propose a mechanism by which single messages in a Message Sequence Chart can be used to describe a full communication protocol, which in turn is described by another MSC. In this way, an MSC can be described at one level of abstraction while neither having to worry about lower levels, nor losing them altogether. We show when such a replacement is allowed without causing deadlocks. For this purpose, it appears useful to introduce the concept of synchronous communication, which is also discussed. Together these subjects might provide a small, but useful extension of the MSC language.
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1 Introduction

1.1 Motivation

One of the areas where Message Sequence Chart (MSC) [1] is most used, and the one for which the language was originally developed, is in the description of telecommunication protocols. Real life telecommunication protocols often have different levels of interpretation. Something that is regarded a single message at one level, can be a packet of messages at the next, while yet one level lower a number of regulation messages such as “are you ready to receive?” and “transmission successfully completed” might be added. At the lowest level, there are just a large number of bits being transferred in both directions.

As one single level is already quite complex by itself, one does not want to be concerned by what is going at at the lower levels when specifying a higher one. However, in MSC this can currently only be done by dropping those lower levels altogether, which might also be undesirable. One might be interested in possible interactions between the various levels, or the computer system that is used to test the implementation might only be able to interpret the communication at a lower level.

Thus, one would like to adapt the formalism in such a way that it is possible to switch between different levels. That way one can design the system or protocol at one level while still being able to see the result at a lower level. In this paper we will introduce the concept of message refinement, in which one message can be used to denote a collection of events, as a construct that can be used to make such switches.

1.2 Composition and refinement – a historical outline

Much discussion has been going on about the possibility of combining several MSCs to create one larger one. In many applications, MSCs tend to become unduly large, spanning several pages. One would like to break those up into parts in order to gain a better overview.

In the oldest MSC-standard, MSC’92 [2], only one operation to break up or combine MSCs was defined, namely the so-called instance refinement [3]. Here one instance is used to show the behaviour of several instances. An example of instance refinement is given in Figure 1.
The instance 'compound' in the left MSC is \textit{refined} by the middle MSC. That is, the middle MSC shows the internal behaviour of that instance, which appears to consist of two parts that communicate with each other as well as with their mutual environment. The external behaviour of the refining MSC should, of course, be equal to that of the instance to be refined – in this case, first receiving \( m \), then sending \( n \). Together the two MSCs shown here describe the same as the single MSC to the right.

In 1996, a new, extended version of the language was approved by the ITU [1, 4]. In this version, constructs were added for the explicit composition of MSCs. An example of such a construct is the use of reference MSCs.

In the left MSC, the block with the text 'reference' is a reference to the MSC called 'reference', which is shown at the middle. This MSC shows a part of the behaviour of the left MSC that is not shown in the original MSC, in this case the first part of the behaviour of the two leftmost instances. Together, these two MSCs show the same behaviour as the one on the right does.

Other added features include High-level MSCs [5], which can be used for parallel, sequential or alternative composition of simple MSCs, as well as for more complex constructions such as loops. We will not discuss these in this paper, and instead refer the reader to [5].

The idea of refinement (using one entity to stand for several of them) could be extended. Two logical ways of doing this are action refinement, in which a local action stands for a number of actions, and message refinement, in which one message stands for a larger protocol consisting of several messages and other events. With the appearance of MSC'06, action refinement adds little, as it can easily be modelled by replacing the action by a one-instance reference MSC. Message refinement will be addressed in this paper.
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2 Message Refinement

2.1 Protocol MSCs

The basic idea behind message refinement is to use a single message as the notation for some more complex behaviour. A separate MSC then defines this behaviour. Because this behaviour will generally be a protocol, showing how the information exchange, represented by the message, will occur.

The idea behind message refinement is to have one message stand for an MSC of its own. This MSC, as it shows the protocol used to send the original message, we will call a Protocol MSC. What are the properties of such an MSC?

First, there will be two instances, the sender and the receiver, that are to take the roles of the instances sending and receiving the message to be refined in the unrefined MSC (that is, the MSC in which only the high-level message is shown, the MSC in which the message is 'replaced' by the protocol MSC will be termed the refined MSC). However, there may be other instances as well. These describe (parts of) the medium between the communicating processes, or perhaps parts of the communicating processes themselves that specifically serve purposes in the input or output process only.

Furthermore, as there should be some sort of communication from the sender to the receiver, it is reasonable to assume there is some event at the sender that necessarily happens before some event at the receiver. When e_1 necessarily happens before e_2, we will write e_1 \ll e_2. That is, e_1 \ll e_2 iff e_1 is before e_2 in every possible trace (allowed sequence of events) of the MSC.

A third point is that we want our MSC to reach neither a deadlock (in which the system has not successfully terminated and yet is unable to perform any actions) nor a lifelock (in which the system keeps on running in loops without ever terminating). If any of these two would be the case, the protocol MSC could not really be regarded as just a refinement of the original message, as it would add some other behaviour as well. Deadlock is forbidden in the MSC standard [6], and an algorithm has been published to check for it [7].

Putting this all together we come to the definition set out below:

**Definition 1** A protocol MSC is an MSC with the following added requirements:

1. There are two different special instances, which are termed the sender and the receiver. The other instances (if present) are termed internal instances.

2. There are events e_1 at the sender and e_2 at the receiver such that e_1 \ll e_2.

3. The MSC is free of deadlocks, and every finite beginning of a trace of the MSC can be extended to a finite trace.

2.2 Message Refinement

Having defined what a Protocol MSC is, we next define what Message Refinement means. Thus, given an MSC and a message in that MSC, what is the result when we replace the message by a given Protocol MSC? To define an MSC, we need to specify its instances and events, and the orderings between these events.

If an MSC k has a message m that is to be refined by a protocol MSC p, we expect not to find !m and ?m in the resulting MSC, as they have been replaced by p. All other events of k will be there, and are as much as possible undisturbed. Likewise, all events of p are present. They too are as much as possible undisturbed. All events of p that are on the sender taken together replace the event !m of k. Thus, apart from their own orderings in p they also have to confirm to all orderings of !m in k.
**Definition 2** (Message Refinement) Let $k$ be an MSC, let $m$ be a message of $k$, that is, a message for which the sending $!m$ and the receipt $?m$ are events of $k$, and let $p$ be a protocol MSC. Then the message refinement of $m$ by $p$ in $k$ is the MSC with the following characteristics.

Its instances are all instances of $k$, and all internal instances of $p$.

Its events are all events of $k$ with the exception of $!m$ and $?m$, and all events of $p$. Those events which in $p$ are at the sender instead placed at the instance at which the event $!m$ takes place in $k$. Likewise, the events at the sender are placed at the instance at which $?m$ takes place in $k$. The other events of $p$, and the remaining events on $k$ are not changed.

There is an ordering of a given sort $e << e'$ between two events $e$ and $e'$ (for example, an instance order or a causal order) iff one of the following is the case:

* $e$ and $e'$ are both events of $k$ and $e <<_k e'$.
* $e$ and $e'$ are both events of $p$ and $e <<_p e'$.
* $e$ is an event of $k$ with $e <<_k !m$ and $e'$ is an event at the sender of $p$.
* $e'$ is an event of $k$ with $?m <<_k e'$ and $e$ is an event at the receiver of $p$.

We will denote the message refinement of $m$ by $p$ in $k$ by $k[p/m]$

An example of message refinement we see in Figure 3.

![Message Refinement Example](image)

**Figure 3: message refinement – an example**

The left MSC is the original MSC, the centre one the protocol MSC, and the right one is the resulting MSC after message $m$ has been refined by the protocol MSC. For example, because $!m$ is before $?n$ and at the same instance $j$ in the original MSC, and $!m$ and $?ack$ are at the sender of the protocol MSC, they are also at instance $j$ and before $?n$ in the resulting MSC.

### 3 Message Refinement and Synchronous Communication

#### 3.1 When is Message Refinement allowed?

In Figure 4, a problem can be found: the left MSC and the protocol MSC in the centre are both perfectly valid MSCs. Yet, refining $m$ by the given protocol MSC, will result in the MSC to the right, which contains a deadlock. After $m$ has been sent, all three instances are waiting for a message that will never arrive.

Of course this is undesirable behaviour, so we would like to prevent it. However, to do so we need to know when such a situation might occur. We will see that for this purpose it is useful to distinguish between two types of protocol: unidirectional and bidirectional protocols. In a bidirectional protocol this is not the case:

**Definition 3** A protocol MSC is bidirectional if in each trace of the MSC there is an event $e$ at the receiver and an event $e'$ at the sender such that $e$ takes place before $e'$, and is unidirectional otherwise.
We first look at unidirectional protocols. They are very close to the intuition of a single message. No deadlocks are created by the refinement of messages with unidirectional protocols, as the following theorem shows:

**Theorem 4** Let \( k \) be an MSC, \( m \) a message of \( k \), and \( p \) be a protocol MSC. Then, provided \( k \) and \( p \) are have no deadlocks themselves, \( k[p/m] \) has no deadlocks either.

**Proof** Suppose \( k[p/m] \) contains a deadlock. Then there should be events \( e \) and \( e' \) such that \( e \ll e' \) and \( e' \ll e \) simultaneously hold. If there were no such pair in which \( e \) is an event of \( k \) and \( e' \) one of \( p \), then the pair would already have caused a deadlock in either \( k \) or \( p \), so we may assume that \( e \) and \( e' \) are events of \( k \) and \( p \), respectively.

\( e \ll e' \) then implies that either \( e \ll m \ll e' \) (\( \ll_k \) of course being the \( \ll \)-ordering of the original MSC \( k \)) and \( e'' \ll_p e' \) for some event \( e'' \) at the sender, or \( e \ll m \ll e' \) for some event \( e'' \) of the receiver. Likewise, \( e' \ll e \) implies that either \( !m \ll_k e \) and \( e \ll_p e'' \) for some event \( e'' \) of the sender, or \( ?m \ll_k e \) and \( e' \ll_p e'' \) for some event \( e'' \) at the receiver.

Because \( !m \ll_k ?m \), the only way in which \( e \ll_k !m \) or \( e \ll_k ?m \) can be combined with \( !m \ll_k e \) or \( ?m \ll_k e \) without causing a deadlock in \( k \) is when \( !m \ll_k e \ll_k ?m \). Then it must be the case that \( e \ll_p e' \) for some \( e'' \) at the receiver and \( e' \ll_p e'' \) for some \( e'' \) at the sender. However, in that case \( e'' \ll_p e'' \), which contradicts the unidirectionality of \( p \). Thus we see there are no such \( e \) and \( e' \), so the refined MSC is free of deadlocks.

Bidirectional protocols are trickier. Here the anomaly shown in Figure 4 can occur. Luckily we can give the exact conditions under which it occurs. Intuitively one can say that the output and the input of the \( m \) must be able to happen arbitrarily close to each other to avoid a deadlock.

**Theorem 5** Let \( k \) be an MSC, \( p \) a protocol MSC (both containing no cycles), and \( m \) a message of \( k \). Then \( k[p/m] \) is free of cycles if and only if the following conditions hold:

1. \( !m \) and \( ?m \) are not at the same instance in \( k \)
2. There is no event \( a \) such that \( !m \ll a \ll ?m \)

**Proof** if: If the conditions are met, there is a trace where \( !m \) and \( ?m \) follow each other immediately. A valid trace of the refined MSC can now be found by taking such a trace, and replacing \( !m?m \) in this trace by any trace of \( p \) renaming instances where needed.

only if: If \( !m \) and \( ?m \) are at the same instance in \( k \), then in the refined MSC each event coming from the sender will come before each event coming from the receiver. This will obviously lead to a deadlock if the protocol is bidirectional.

Now suppose there is an event \( !m \ll a \ll ?m \). There are events \( e \) on the receiver and \( e' \) on the sender such that \( e \ll e' \) in \( p \). However, in \( k[p/m] \) we now have \( !a \ll e \ll e' \ll a \), and thus a deadlock.
3.2 Synchronous Communication

In the present context it would be desirable to have an extra construct in the language to show synchronous communication, that is, a message being sent which does not take any time to go from the source to the destination directory. This looks like a useful extension in itself as well.

Such a synchronous communication can be implemented semantically in two ways: firstly as a single action that is shared by two instances, and secondly as two actions that have to be done without any other action between them. The first method of interpretation is probably preferable, because the second will is very hard to implement in process algebra – or in any of the other formalisms that have been used for proposed semantics for MSCs, for that matter. Anyway, any of the two representations can easily be translated into the other.

If the construct of synchronous communication would be present in the language, then avoiding deadlocks caused by message refinement can be done in the following way.

**Requirement 6** A normal message may only be refined by a unidirectional protocol. A synchronous message may only be refined by a bidirectional protocol.

3.3 Semantics

Until now, MSC has been developed without much concern about the semantics. The semantics for MSC’92 were created only after the language itself was adopted. The same was done in the case of MSC’96. This way of working can easily lead to disasters, and actually has. Two of the features of MSC’96 – loops and gates – tend to give counter-intuitive results when combined [8]. To avoid this type of disaster in the future, it would be good if for every new feature that is proposed the semantics are proposed, or at least discussed, at the same time.

Although the original semantics for MSC was given in process algebra [9], the semantics for the new MSC’96 standard is only given operationally [16]. We will try to give an operational semantics for message refinement. Let $k[p/m]$ is the refined version of $k$, with p for m, while $k[p/m]^*$ is the same, but after $!m$, or in fact any of the events that replaces it, has already taken place. We will not explain these semantics any further, as we think there is a better option that will be given below.

These semantics assume that

1. $!m$ and $?m$ take place in $k$ exactly once
2. The internal instances of p are different from any instances in $k$ or the surrounding MSC
3. No event on the receiver of p can take place before any event on its sender has taken place. It is possible to give rules that do not need these assumptions, but they would be more complicated. In these SOS-rules, $i(a)$ for an event a denotes the instance on which the event takes place.

$$
\frac{k \xrightarrow{a} k', i(a) \notin \{!m, ?m\}}{k[p/m] \xrightarrow{a} k'[p/m]} \quad \frac{k \xrightarrow{!m} k', !a[p]}{k[p/m]^*} \quad \frac{k \xrightarrow{a} !a[p]}{k[p/m]^*}
$$

$$
\frac{p \xrightarrow{a} p', i(a) \notin \{\text{sender}, \text{receiver}\}}{k[p/m] \xrightarrow{a} k'[p'/m]} \quad \frac{k \xrightarrow{\text{sender}, !m}}{k[p/m]^*} \quad \frac{k \xrightarrow{?m} k', p \xrightarrow{a} p', i(a) = \text{sender}}{k[p/m] \xrightarrow{a} k'[p'/m]^*}
$$

$$
\frac{k \xrightarrow{?m} k', p \xrightarrow{a} p', i(a) = \text{receiver}}{k[p/m] \xrightarrow{a} k'[p'/m]^*} \quad \frac{k \xrightarrow{\text{receiver}, !m}}{k[p/m]^*} \quad \frac{k \xrightarrow{\text{receiver}, ?m}}{k[p/m]^*}
$$

$$
\frac{k \xrightarrow{a} k', a \neq ?m, p \xrightarrow{a} p'}{k[p/m]^* \xrightarrow{a} k'[p'/m]^*} \quad \frac{k \xrightarrow{a} k'}{k[p/m]^* \xrightarrow{a} k'[p'/m]^*}
$$

$$
\frac{p \xrightarrow{a} p', i(a) \neq \text{receiver}}{k[p/m]^* \xrightarrow{a} k'[p'/m]^*} \quad \frac{k \xrightarrow{a} k', p \xrightarrow{a} p', i(a) = \text{receiver}}{k[p/m]^* \xrightarrow{a} k'[p'/m]^*}
$$
However, we prefer another way to include message refinement semantically. If we let it be not an operation in but an operation on the language, the problems become much less. With this I mean that message refinement is regarded as another way of writing down the MSC where the message has already been defined. That is, to get the semantics of an MSC with refinement, one performs an operation like the one in Definition 2 (but more precisely defined) to get the refined MSC. The semantics of the MSC with refinement is then defined to be equal to that of this refined MSC.

Synchronous communication can be semantically included rather easily. A synchronous communication can simply be implemented as a single event that has a place in the instance ordering of two different instances. Such a construct does not seem to cause any major problems.

4 Conclusions

An important issue in MSC is the addition of various ways of composition, that is, combining a number of smaller MSCs into one large MSC. A new way has been put forward in this paper, being message refinement in which a message can be replaced by a protocol consisting of a number of messages and possibly other events.

These protocols can be divided into two groups, namely unidirectional protocols and bidirectional protocols. Replacing a message by a unidirectional protocol causes no problems, but replacing it by a bidirectional protocol might cause deadlocks. One solution to this problem is the addition of synchronous communication, which might also be a useful addition to the language of itself. If we allow only synchronous messages to be replaced by bidirectional protocols, no deadlocks will occur.

To avoid problems in the semantics of MSC, it would be better to define protocol refinement, and other composition techniques also, not as an operator in the language, but as an operator on the language, describing a way in which MSCs can be changed into other MSCs. This way, no complicated semantic constructs are necessary to implement them.
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